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Stereotyping

A color photograph of a housekeeper according to Gen AI





Misclassified almost twice as many 

black defendants (45%) as higher risk 

compared to white defendants (23%)



Mistakenly labeled more white 

defendants as low risk, who then went 

on to reoffend – 48% white defendants 

compared to 28% black defendants



Classified black defendants as higher risk 

when all other variables (such as prior 

crimes, age, and gender) were controlled

– 77% more likely than white defendants.
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